
Enabling the Verification of Computational Results
An Empirical Evaluation of Computational Reproducibility

Victoria Stodden
University of Illinois at
Urbana-Champaign
Champaign, IL, USA
vcs@stodden.net

Matthew S. Krafczyk
University of Illinois at
Urbana-Champaign
Champaign, IL, USA
mkrafcz2@illinois.edu

Adhithya Bhaskar
University of Illinois at
Urbana-Champaign
Champaign, IL, USA
bhaskar7@illinois.edu

ABSTRACT
The ability to independently regenerate published computational
claims is widely recognized as a key component of scientific repro-
ducibility. In this article we take a narrow interpretation of this goal,
and attempt to regenerate published claims from author-supplied
information, including data, code, inputs, and other provided speci-
fications, on a different computational system than that used by the
original authors. We are motivated by Claerbout and Donoho’s ex-
hortation of the importance of providing complete information for
reproducibility of the published claim. We chose the Elsevier jour-
nal, the Journal of Computational Physics, which has stated author
guidelines that encourage the availability of computational digital
artifacts that support scholarly findings. In an IRB approved study
at the University of Illinois at Urbana-Champaign (IRB #17329)
we gathered artifacts from a sample of authors who published in
this journal in 2016 and 2017. We then used the ICERM criteria
generated at the 2012 ICERMworkshop “Reproducibility in Compu-
tational and Experimental Mathematics” to evaluate the sufficiency
of the information provided in the publications and the ease with
which the digital artifacts afforded computational reproducibility.
We find that, for the articles for which we obtained computational
artifacts, we could not easily regenerate the findings for 67% of
them, and we were unable to easily regenerate all the findings for
any of the articles. We then evaluated the artifacts we did obtain
(55 of 306 articles) and find that the main barriers to computational
reproducibility are inadequate documentation of code, data, and
workflow information (70.9%), missing code function and setting
information, and missing licensing information (75%). We recom-
mend improvements based on these findings, including the deposit
of supporting digital artifacts for reproducibility as a condition
of publication, and verification of computational findings via re-
execution of the code when possible.

CCS CONCEPTS
• Information systems → Database design and models; Dig-
ital libraries and archives; Computing platforms; • Software
and its engineering→ Empirical software validation; • The-
ory of computation→ Computability;
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1 INTRODUCTION
In this article we identify barriers and outline solutions to the dis-
semination of “really reproducible research.” We follow Claerbout
and Donoho’s exhortation of the importance of including complete
author-provided information that enables transparency and repro-
ducibility for computational and data-enabled claims [Buckheit and
Donoho 1995; Claerbout 1994; Donoho et al. 2009; Schwab et al.
2000]. For the purposes of this study, we adopt the Claerbout defi-
nition of reproducibility: “computational reproducibility” [Stodden
et al. 2013b] which refers to the verification of the computational
steps, including input data, parameters, and other information, that
generated the computational claims presented in the associated
article [Barba 2018]. Note that this definition does not verify scien-
tific correctness. Therefore, our study evaluates the sufficiency of
information regarding availability of digital artifacts such as data
and code, and seeks to procure artifacts from authors if they are
not accessible via the article alone. Finally we evaluate the ease at
which we can then regenerate the associated published claims using
the author artifacts. The aim of this work is to better understand au-
thor and community needs regarding artifact availability to enable
computational reproducibility. We build on the Transparency and
Openness Promotion Guidelines that promote artifact availability
[Nosek et al. 2015] and the Reproducibility Enhancement Principles
(REP) that provide community steps toward reproducibility [Stod-
den et al. 2016]. It is important to note that this work is focused on
computational reproducibility and we are not making statements
about the scientific correctness of the claims made in the articles
studied.

2 EXPERIMENTAL DESIGN FOR TESTING
COMPUTATIONAL REPRODUCIBILITY

We designed an experiment to assess the reproducibility of com-
putational publications as follows. We chose to analyze articles
published in the Journal of Computational Physics, both because
it is a leading journal that exclusively publishes computational
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scientific findings and physics is a domain that to the best of our
knowledge has not yet been studied with regard to computational
reproducibility [Gentleman and Lang 2007; Ioannidis et al. 2008;
King 1995]. Additionally the Journal of Computational Physics (JCP)
is in the Elsevier family of journals and at the time of publication
of the articles we studied, authors guidelines encouraged both data
and code availability as follows:

Research data should be made available free of charge
to all researchers wherever possible and with minimal
reuse restrictions. ... Research data can include but
are not limited to: raw data, processed data, software,
algorithms, protocols, methods, materials. ... [Elsevier
will e]ncourage and support researchers and research
institutions to share data where appropriate and at
the earliest opportunity.1

These author guidelines have been updated and the following
text now appears directly on the JCP Author Guidelines webpage
under “Research Data”2, in addition to the [unchanged] above text
on the Elsevier Research Data Policy page:3

This journal encourages and enables you to share data
that supports your research publication where appro-
priate, and enables you to interlink the data with your
published articles. Research data refers to the results
of observations or experimentation that validate re-
search findings. To facilitate reproducibility and data
reuse, this journal also encourages you to share your
software, code, models, algorithms, protocols, meth-
ods and other useful materials related to the project.4

We chose a sample size of 300 based on power calculations. To
get 300 articles we started with Issue 322 of the Journal of Com-
putational Physics and collected articles through Issue 331 which
gave us 307. We eliminated one article which was a comment on a
previously article. We then applied evaluation criteria to the 306
articles to assess the following three categories: the level of infor-
mation in the article enabling computational reproducibility; the
level of information provided on computational artifacts such as
data and code that support the claims made in the article; and the
facility at which that information and artifacts enabled the regen-
eration of the computational results in the article. We choose the
evaluation criteria published as in Appendix D “Best Practices for
Publishing Research” [Bailey et al. 2013; Stodden et al. 2013a]. The
ICERM workshop brought together a broad cross-section of com-
putational scientists and mathematicians with other stakeholders
such as publishers and software developers to discuss these issues
and brainstorm ways to improve current practices, and produced
the evaluation criteria.

We scoured the articles in our study to find associated data,
code, and other artifacts. Six of the 306 articles provided sufficient

1Obtained from the data policy guidelines linked to from the JCP Author Guidelines
https://www.elsevier.com/about/our-business/policies/research-data Accessed April 9
2017.
2See https://www.elsevier.com/journals/journal-of-computational-physics/0021-
9991/guide-for-authors Accessed April 8 2018
3https://www.elsevier.com/about/our-business/policies/research-data Accessed April
8 2018.
4See https://www.elsevier.com/journals/journal-of-computational-physics/0021-
9991/guide-for-authors Accessed April 8 2018.

Table 1: Artifact Access via Information in the Article
(N=306)

No discussion in the article, and no artifacts made available 58.8%
Some discussion of artifacts, none made available 35.6%
Some artifacts made available 5.6%

information allowing us to discover the digital artifacts without
contacting the authors, and we emailed the corresponding author
of the remaining articles with a detailed request for supporting data
and/or code (we emailed 298 authors as there were two articles in
our sample with the same author). The emails were sent from one
of two undergraduate students to minimize bias through potential
name recognition and to test the ability of junior scholars to obtain
responses. A follow-up email was sent after two weeks if there was
no response.

This work builds on and extends the 2016 work of Collberg and
Proebsting that found 38% of computer science authors released
their source code and of those they found 32% of the results those
codes support to be “weakly repeatable,” which they defined as
buildable within the first 30 minutes of attempting [Collberg and
Proebsting 2016]. Their “weakly repeatable” metric is the closest
to the replication attempts made in this study. We limited time to
reproduce to 4 hours of human attempts to build and run the code,
including runtime. This decision was based on the dual consider-
ations of straightforwardness of implementation and researcher
time. For those articles with extended runtimes we distinguished
between those that failed to build and those that ran but exceeded
the 4 hours limit. This research also extends work that attempts
replication for computational claims published in Science, with the
findings that they obtained artifacts such as data and code from
44% of articles and they were able to reproduce the claims for 26%
of the articles [Stodden et al. 2018].

3 RESULTS FROM ARTIFACT AND
REPLICATION EVALUATION

3.1 Evaluation 1: Artifact Information
Provided in the Article

We first evaluated the presentation of information in the body of
the article itself. As shown in Table 1 we found that only about
6% (17 articles) of articles gave information making some artifacts
available, and about 36% discussed the artifacts, e.g. a mention of
code, in the article.

Since we wished to obtain associated artifacts and test the ability
to regenerate the computational results in this paper, we emailed
the corresponding author for 298 articles with a detailed request.
We did not receive a reply from 37% of the authors, we received
a reply but did not receive any artifacts from 48% of authors, and
roughly 15% supplied some artifacts to us.
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Table 2: ICERM Article Information Evaluation Criteria Implementation (n=55)

A precise statement of assertions to be made in the paper 100%
Full statement (or valid summary) of experimental results 100%
Salient details of data reduction & statistical analysis methods 73%
Necessary run parameters were given 86%
A statement of the computational approach, and why it rigorously tests the hypothesized assertions 100%
Complete statements of, or references to, algorithms and salient software details 63%
Discussion of the adequacy of parameters such as precision level and grid resolution 76%
Proper citation of all code and data used, including that generated by the authors 4%
Availability of computer code, input and output data, with some reasonable level of documentation 4%
Avenues of exploration examined throughout development, including negative findings 0%
Instructions for repeating computational experiments described in the article 79%
Precise functions were given, with settings 11%
Salient details of the test environment e.g. hardware, system software, and number of processors used 24%

Table 3: Evaluation of Artifacts and Archiving (n=55)

Data documented to clearly explain what each part represents 40%
Data archived with significant longevity expected 27%
Data location provided in the acknowledgements 13%
Authors have documented use and licensing rights 29%
Software documented well enough to run it and what it ought to do 71%
The code is publicly available with no download requirements 27%
There was some method to track software changes, and some persistence of archiving 20%

Table 4: Computational Reproducibility Evaluation (n=55)

Straightforward to reproduce with minimal effort 0%
Minor difficulty in reproducing 0%
Reproducible after some tweaking 9.1%
Could reproduce with fairly substantial skill and knowledge 16.4%
Reproducible with substantial intellectual effort 12.7%
Reproducible with substantial tedious effort 3.6%
Difficult to reproduce because of unavoidable inherent complexity 3.6%
Nearly impossible to reproduce 3.6%
Impossible to reproduce 50.9%

3.2 Evaluation 2: Archiving and Replication
Efforts

After emailing authors we had artifacts for 55 articles (including
the 6 articles we deemed possessed sufficient artifacts and were
not emailed). We implemented the ICERM Evaluation Criteria dis-
cussed previously and present the results in Table 2. There is no-
table reporting weakness on avenues explored that did not directly
contribute to the published output, for example model parameter
tuning attempts, exploration of hypotheses that did not end up
being supported, or various grid sizes tried. Clarity regarding pre-
cise function specifications, with precise inputs and settings, was
a reporting weakness along with details of the experimental envi-
ronment such as machine state information. Articles excelled at

clarity in exposition of their assertions and results, and justification
of their computational approach. We evaluated the artifacts we
received, reported in Table 3, and then we report on our attempts
to use the artifacts to regenerate the computational claims in the
associated article in Table 4. We acknowledge a subjective aspect
to our evaluation and follow related efforts in [Stodden et al. 2018].
Table 3 shows apparent weakness on all aspects of documentation
and archiving.

As noted, we allocated 4 hours per article to attempt replication
of the published claims given the artifacts provided. We used one
of two systems with identical software environments: the first is
a laptop with Arch linux OS with Intel core i7-4910MQ CPU @
2.90 GHz (4 core 8 thread) and Nvidia GeForce GTX 980M and the
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second is a desktop with Arch linux OS with Intel core i7-6900K
CPU @ 3.20 GHz (8 core 16 thread) and two Nvidia GeForce GTX
1080 GPUs (with one exception: we used a Windows 10 Virtual Ma-
chine for one article whose artifacts required MSVC to compile and
Windows to run). All reproduction attempts were carried out in a
linux environment with the exception of the windows-based article.
Replications were carried out by people with extensive program-
ming experience (from physics and from mechanical engineering).
An attempt was made to build any software in the project and once
built, test cases (if they existed) were run to verify that the software
worked correctly. The article was then inspected for tables and fig-
ures, and the code searched for sections either explicitly mentioning
these figures or producing data that was close to that in the article.
In these cases, parameters were checked in the code to be sure they
matched those specified in the article. If not all parameters could
be found, the code was inspected for equations matching those in
the article. If no resemblance was found, the article was marked as
impossible to reproduce. If it became apparent that essential input
data such as a model, grid resolution, or initial state was missing,
the article was marked as impossible to reproduce. This is due to
the fact that we could not proceed with the replication without
this information. As indicated in 4, we expect an domain expert
to be able to regenerate findings for half of the articles that pro-
vided artifacts (27/306 or 8.8% of the total number of articles in our
study). None of the articles with artifacts were straightforward to
reproduce, and about 9% could be considered fairly easy. With some
skill and work another 40% can be replicated. When the articles
did not replicate the failure was typically due to: libraries released
with the article’s method implemented but lacking test cases and
input data such as initial conditions; parameter specifications were
missing; code had evolved to a new version; missing function defi-
nitions; visualization code was missing (or proprietary); artifacts
were provided for some but not all claims in the article. For the 55
articles with artifacts, we fully replicated none; partially replicated
32.7% (18); ran 54.5% (30); were able to build 3.6% (2); and had no
progress on 9.1% (5). The GitHub repository associated with this
article contains details on how classifications into these categories
were made (see Conclusions section).

4 RECOMMENDATIONS
As a result of this work, several recommendations come to light.

• The development of community standards regarding the
documentation of computational research. For example, pro-
viding information on what major functions do, input pa-
rameters and upstream function calls, function invocation
sequences, library versions and dependencies, version con-
trols including hashing, and workflow information.
• Journals can improve the communication of standards for
publishing, including documentation standards. For exam-
ple, the Elsevier guidelines for the Journal of Computational
Physics could include examples of appropriate sharing. Some
conferences and journals, e.g. PPoPP and the Journal of the
American Statistical Association Applications and Case Stud-
ies, now require the submission of a structured two page
Artifact Appendix with every manuscript detailing the asso-
ciated code and data.

• Appropriate use of open licensing is essential for computa-
tional reproducibility since it enables legal access and use
of author created work that falls under copyright, such as
software [Stodden 2009]. All artifacts should carry appropri-
ate open licenses such as the MIT License or the Creative
Commons Public Domain Certification CC0.
• Cultural change and improved cyberinfrastructure and tools
to enable the reporting of negative results and research av-
enues explored that inform but not part of the scientific
findings directly. Exploratory work should be reported when
it affects the interpretation of the published results.
• Greater investments in reproducibility research and cyber-
infrasturcture and tools that support computational repro-
ducibility.
• Researchers and others involved in the research and pub-
lication process need improved training in reproducibility
practices. As noted in 2018, “training in best practices for
digital scholarship and reproducibility should be integrated
into research-methodology curricula” [Berman et al. 2018].

5 CONCLUSIONS
This work aims to provide greater clarity and guidance regarding
the dissemination of computational claims. It highlights several
areas for improvement: providing appropriate test cases; providing
input models and parameters along with the solver engines and
analysis/visualization code; and using version control to provide
the precise code used to generate the published results. For the
majority of articles in this study, no artifacts that enable compu-
tational reproducibility were available, which is a straightforward
first step for the community to take. Our own artifacts for this
study, including details on the generation of the tables we present,
are available at see https://github.com/ReproducibilityInPublishing/
P-RECS-2018-Enabling-Verification.
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